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Abstract

Semantic image segmentation has always been an popu-
lar topic in computer vision, where we assign every pixel its
unique category label. However, classic methods only pre-
dict locally rather than integrate global information which
comes from previous predicted labels. In order to gain a ro-
bust model to generate a better result, we will basically fol-
low the pyramid scene parsing network to dig into its ben-
efits and optimize its result through dense conditional ran-
dom field. Our main contribution are threefold. We study
and simulate the experiment in [10] with Tensorflow; We
integrate the PSPNet[10] with CRF[5] as post-processing;
We compared the used method with others and discussed its
limits and possible improvement method.

1. Introduction

Deep Convolutional Neural Networks had long been a
popular frame to deal with image classification task such
as the pixel-level semantic image segmentation in the field
of computer vision. However, basic models always omit
some helpful information which could been obtained based
on global scene category. This limitation of local predic-
tion is always triggered by the similar appearance of objects
even they actually belong to different categories without a
good understanding of the given scene. So as to build a de-
scriptor for a variety of scenes and integrate useful informa-
tion of global featues, Zhao et al.[10] proposes the pyramid
scene parsing network to make more reliable predictions.

Nevertheless, with a decent improvement achieved by
PSPNet, it is still a trade off between classification accu-
racy and localization precision of objects. In some specific
situations, such as autonomous driving, we might urge pre-
cise localization with less loss of spatial details rather than
merely accurate classification. So we will basically utilize
the method proposed by textitKrahenbuhl et al. 2011[4] as a
post-processing metric to optimize the result from PSPNet.
In conclude, this project mainly focus on two major part:

e Understand and implement the pyramid scene pooling
net on the Cityscapes dataset, assess the result based
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on the pixel-level accuracy and eventually discuss the
advantages and disadvantages of PSPNet on the cho-
sen dataset

o Post-process the output from PSPNet with Dense CRF
with a Mean Field Approximation and evaluate the po-
tential improvement through this approach

2. Related Work

Krahenbuhl et al. 2011[4] propose an efficient condi-
tional random field metric to exclude the limitation of tradi-
tional adjacency CRF, which implements a fully connected
CRF to establish the pairwise energy potential based on all
possible pairs of pixels in images. In his algorithm, CRF
distribution will be approximated by a mean field through
a Gaussian filter in feature space. The result demonstrates
that long dependency CRF could significantly improve the
accuracy of pixel-level classifiers.

Chen et al. 2016[1] combine the post processing CRF
metric proposed by Krahenbuhl et al.[4] and deep convolu-
tional neural networks to dig into the image segmentation
problem on the PASCAL VOC-2012 dataset. Also, *atrous’
algorithm has been utilized to accelerate the computation of
deep convolutional neural networks in a much more simpler
scheme.

Noh et al. 2015[9] presents several drawbacks of fully
connected networks. Since the receptive field is always
fixed and predefined for a specific FCN architecture, the ob-
jects which have relatively smaller size could be omitted in
the training process. Also, the objects which have relatively
larger size could be labeled in different patches, where frag-
mented labels could be assigned in one single object. In
order to conquer these shortcomings, they train a deep de-
convolution network consists of deconvolution, unpooling
and ReLU layers which will also handle different objects of
different scales.

Liu et al. 2015[7] propose a new architecture called
ParseNet to avoid locally ambiguous prediction. To achieve
this, a joint prediction of all pixels in a image, which is also
based on global context, will be made to replace the classic
prediction method built on receptive regions or objects. In



order to obtain the global context vector during the train-
ing process, this approach will pool the feature map for a
layer over the entire image. This global average pooling
with FCN has been proved to be simple and robust on the
PASCAL VOC2012 dataset.

Zhao et al.[10] first propose the pyramid scene pars-
ing network to overcome the limitation caused by the lo-
cal prediction of traditional convolutional neural network.
To achieve a better quality result based on global prior con-
textual information, a hierachical model which contains in-
formation built on different scales of receptive fields and
different sub-regions. They also apply this model on PAS-
CAL VOC and Cityscapes to explore the superiority over a
sequence of old networks such as FCN and dilated network.

3. Pyramid Scene Parsing Network
3.1. Problem Statement

The major drawback of current FCN methods is they are
not able to effectively utilize the global context information
as prior [10]. This may lead to conflict classification, for
example, a boat on the river is mistaken as a car. In or-
der to exploit global context information, we adopt pyramid
scene parsing network to aggregate different-region-based
context.

The motivation of our approach comes from the obser-
vation and analysis of the performance FCN methods and
notice the following three challenging tasks.

e Relationship Mismatch There exists visual context
that universally co-occur which is important for com-
plex scene parsing. For example, an airplane tends to
fly in the sky rather than on a road.

o Confusion Categories There are many confusing
class label pairs such as building and house with sim-
ilar appearance. FCN may predict two parts of an
unique object as different class labels.

e Inconspicuous Classes There are several small size
things in complex scene like streetlight and signboard
which are easy to be ignored. Contrarily, there also
exists big size object that cannot be included in one re-
ceptive field of view which causes discontinuous pre-
diction.

To exclude these common mistakes, we find mining the
contextual relationship and global information from differ-
ent receptive fields can be effective to improve the perfor-
mance of semantic segmentation.

3.2. Pyramid Pooling Module

In a deep neural network, how exhaustively the context
information are used can be roughly indecated by the size

of receptive field. To propose an effective global prior rep-
resentation, PSPNet fused information from different sub-
regions with various size of receptive fields. the pyramid
pooling module is meant to set up a hierarchical global prior
and information with different scales among different sub-
regions are included in it.

The pyramid pooling module takes the final-layer-
feature-map of deep neural network as input and fuses fea-
tures under four different pyramid scales. The first level
uses global pooling to generate the coarsest single bin out-
put. The following pyramid levels do pooling on different
sub-regions of the feature map and forms pooled representa-
tion with varied size from different locations. Then we use
1 x 1 convolution layer after each pyramid level to reduce
the dimension of context to maintain the weight of global
feature. We directly upsample the low-dimension featuer
maps to get the same size features as the original feature
map through bilinear interpolation. A the end, different lev-
els of features with the original feature map are concate-
nated to form the final pyramid pooling global feature.

3.3. Network Architecture

With the pyramid pooling module, the proposed pyra-
mid scene parsing network (PSPNet) as illustrated in 1.
Given an input image in (la), we use a pretrained ResNet
[3] model with the dilated network strategy to extract the
feature map. The final feature map size is 1/8 of the in-
put image, as shown in Fig. (1b). On top of the map, we
use the pyramid pooling module shown in (c) to gather con-
text information. Using our 4-level pyramid, the pooling
kernels cover the whole, half of, and small portions of the
image. They are fused as the global prior. Then we concate-
nate the priors with the original feature map in the final part
of (1c). It is followed by a convolution layer to generate
the final prediction map in (1d). As stated in [7], PSPNet
can be used in end-to-end learning and the pyramid pooling
module and the local FCN feature can be optimized simul-
taneously without increasing its computational cost.

3.4. Evaluation Protocol

In order to evaluate the performance of Pyramid Scene
Parsing Network, we will implement the standard Jaccard
Index (known as intersection-over-union metric), which is
commonly applied to assess the pixel-level semantic label-
ing accuracy. It is defined as:

TP

IoU=— -~
U= TP+ FPTFN

where TP is the number of Truth Positive pixels, FP is the
number of False Positive pixels and FN is the number of
False Negative pixels.
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(a) Input Image (b) Feature Map (c) Pyramid Pooling Module (d) Final Prediction
Figure 1: Overview of PSPNet Architecture
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Based on the efforts made by Krahenbuhl et al.
2011[4],we know that even though deep convolutional neu-
ral networks have been long proved to finish image clas-
sification task with decent accuracy, it is still a concern
when the pooling layers in deep neural network introduce
increased invariance and reduce the locality of predictions.
That is, reliable label predictions of objects could have al-
ways been obtained in DCNN, however, the prediction near
edges is sometimes obscure, which makes it hard to locate
the exact location of objects. To accentuate the localization
accuracy of prediction, we will implement a fully connected
conditional random field metric (also known as Dense CRF)
which as well eliminate the limitation of traditional adjan-
cency CRF. In order to recover some local structures that
are omiited in the DCNN, this long range CRF which con-
siders all possible pair of pixels in a Gaussian kernel will
eventually achieve our goal.

4.2. Energy Function

The energy function of the dense CRF is defined as:
B(z) =Y i(z:) + > ¢ij(wi,x))
i i,

In our implementation, the unary potentials is well defined
by the output of the PSPNet as —logP(x;), where P(z;)
denote the probability map for each label at pixel ;. And
the color similarity among every pair of pixels (7 and j) will
be quantified as the pairwise potentials. Since every pos-
sible pair of pixels has been considered no matter the dis-
tance, this graph built based on this model is indeed fully
connected. Also, to define the pairwise potential that is de-
pendent on distance and color intensities of a pair of pixel,

4.3. Mean Field Approximate Inference

As to gain a efficient approximation to the maximum
posterior efficiency, it is suggested by Krahenbuhl et al.
2011[4] to use a mean field approximation. The algorithm
is shown as following:

Algorithm 1 Mean Field Approximation

1: Initialization Q; where Q;(2;) = 7-exp(—¢u(2:))
2: while not converge do

QU™ (1) = X0, k™ (fi, £)Q; (1) for all m

& Qulw) « Tyep i (@i, 1) 2, 0™ Q™ (1)

s QM)  cap(9u(es) — Qilw)

6:  Normalize Q;(z;)

7: end while

hed

5. Experiments & Result

Our method takes pretrained model as input and imple-
ments PSPNet and CRF based on tensorflow for prediction.
We evaluate our proposed method on urban scene under-
standing dataset Cityscapes [2]. In the following sections,
we’ll introduce the dataset and analyse the results using
PSPNet and CRF with different value of parameters.

5.1. Cityscapes

Cityscapes is a dataset focuses on urban street scenes se-
mantic understanding. It contains 5000 annotated images
with fine high quality pixel-level annotations collected from
50 different cities of different time. It has 19 classes of
objects with varying scene layout and background. As for
the annotation policies, some background visible "through’



some foreground object is considered to be part of the fore-
ground like tree leaves in front of house or sky (everything
tree), transparent car windows (everything car). The images
are divided into sets with numbers 2,975, 500, and 1,525
for training, validation and testing. We took experiment on
fine annotated images with our PSPNet and CRF combined
mothods and take FCN as baseline comparison algorithm.

5.2. Pyramid Scene Parsing Network

We classify each pixel in the image using Pyramid Scene
Parsing Network with pretrained model obtained from [10]
and semantic the image according to the classified result.
We performed experiment randomly on 21 images in the
validation set on Cityscapes dataset. Statistics in Table 1
is cited from [10]. Statistics of other method (FCNI8],
Deelplab[1], PSPNet[10])is based on Cityscapes testing set
which ours is based on the random 21 images of validation
set.

Some of our results are shown in 2. Our PSPNet result
is missing some details compared to the ground truth, es-
pecially the small objects. They are either downsized or
misclassified. The small objects, such as the building and
the person between the tree in the second row image, or the
slim traffic signs in the third row, is not classified. Other ob-
jects, such as vegetation, and fence in the fourth row and the
fifth row is dilated. After using CRF as post-processing, the
details is missing more due to the the small object would be
discarded and reclassified as part of the surrounding object
for the search surrounding is missing these objects and con-
clude the original one is misclassified since CRF is largely
based on the surrounding information. However, it is clear
that the segmentation is smoother.

Statistics in Table 1 shows that PSPNet[10] is better than
FCNI8] and Deelplab[1], especially in class wall, fence,
pole, traffic lights and so on. But the class with massive
area, such as sky, road and building does not evidently out-
perform other methods. Our experiment result is sometimes
outperformed the one in the paper, mainly because the num-
ber of our testing images is much smaller than the one in
[10].

5.3. Dense CRF as Post-processing

We successfully implement CRF as post-processing af-
ter PSPNet. we read the scores of each pixel on 19 differ-
ent classes and use softmax function to normalize them to
probabilities. The probabilities are transferred to the unary
potentials with log space. We designed kernels to (1) pe-
nalizes small pieces of segmentation that are spatially iso-
lated — enforces more spatially consistent segmentations (2)
create the color-dependent features — because the segmen-
tation that we get from CNN are too coarse and we can use
local color features to refine them. This step changes the
probabilities of classes for each pixel. Finally we do multi-

ple iterations of refinement using on CRF and find the label
with largest probabilities. Figure 3 shows the result on an
specific picture.

(3a) is the original picture with abundant information
containing foreground and background such as road(dark
purple), vegetation(dark green), terrain(light green), per-
son(red), pole(gray), traffic sign(yellow). (3b) shows the
result from PSPNet, we can see the poles and persons
are obvious with smoothing boundaries. (3c) only utilizes
color features and produces more rough boundaries which
is meant for a more accurate classification between to ob-
jects. And also, the (3d) only penalize spatial distance and
it smooth the boundaries and interpolate gaps to form a con-
sistent presentation. (3e, 3f, 3g, 3h) combines the two meth-
ods and with iterations from one time to four times. With
the number of iterations increase, more details are removed,
so we find the CRF methods are not good for tiny or thin ob-
jects but lead to more clear boundaries.

6. Discussion

Based on the above analysis, we find there are multiple
ways to improve our research.

e Exhaustive Test and Validation Because of time
limit, we only perform experiments on 21 images in
validation dataset. However, to get a more convincing
conclusion, we will further do experiments on all the
test images.

e Fine Tuning parameters We don’t do much fine tun-
ing works on the parameters of CRF but only take em-
pirical values of parameters from previous researches.

e End to End Training According to [?], the PSPNet
and deep CNN can be integrated to train end to end
model.

e SSVM Trained CRF CRF can be trained in the large
margin framework using structured support vector ma-
chine as stated in [6].

7. Conclusion

As mentioned before, PSPNet[10] is outperformed
FCNI[8] and DeepLab[1] in almost every class. But it still
tend to lose small details, especially those inside other ob-
ject. CRF doesn’t work ideally as expect because it erases
some details of tiny objects which is just contrary to the ef-
fect of PSPNet. We also discussed our work from different
perspectives and proposed several ways for further research.



Method road | swalk | build. | wall | fence | pole | tlight | sign veg. | terrain
FCNI8] 974 | 7184 89.2 | 349 | 442 | 474 | 60.1 | 650 914 | 69.3
DeepLab[1] 979 | 813 903 | 48.8 | 474 |49.6 |579 | 673 919 | 69.4
PSPNet[10] 98.6 | 86.2 929 |50.8 | 588 |640 | 75.6 | 79.0 934 | 723
PSPNet(ours) | 97.79 | 84.43 | 92.40 | 64.81 | 57.16 | 61.73 | 73.43 | 87.63 | 92.76 | 79.68

Method sky person | rider | car truck | bus train | mbike | bike | mloU
FCN 939 | 77.1 514 | 926 | 353 | 486 | 465 |51.6 66.8 | 65.3
DeepLab 942 | 79.8 59.8 | 93.7 | 565 | 675 | 575 | 577 68.82 | 70.4

PSPNet(paper) | 954 | 86.5 713 | 959 | 682 | 795 | 738 | 695 772 | 784
PSPNet(ours) | 94.12 | 86.19 | 69.18 | 96.12 | 54.56 | 77.20 | 29.01 | 85.81 | 80.66 | 77.09

Table 1: Per-class results on Cityscapes with Different Methods
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Figure 2: Examples of PSPNet results on Cityscapes dataset.(from left to right: image, ground truth, PSPNet, CRF)
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